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energy ~20 GeV), although our measurements
could suggest a higher contribution from IC
photon seeds. In particular, assuming a starlight
energy density of 1.4 eV cm−3 and a mean tem-
perature of ~2300 K (29), we obtain a good
description of the AGILE data (Fig. 2).

The AGILE measurements would be incom-
patible with the scenario of nucleonic gamma-
ray production in the Vela TeV nebula in the
frame of a single primary electron population.
These models predict very faint GeV emission
(<1030 erg s−1) even when including synchro-
tron and IC emission from primary and second-
ary electrons produced by the inelastic nuclear
scattering (16). On the other hand, the proposed
additional electron component scenario described
above leaves room for uncorrelated GeV-TeVemis-
sion, although the comprehensive multiwavelength
two-component leptonic model (providing strong
IC emission on a relatively dense photon field)
seems to disfavor dominant nucleonic gamma-
ray production. In fact, it has been found that the
thermal particle density at the head of the cocoon,
where bright VHE gamma-ray emission was found,
is lower than that required by hadronic models by
a factor of 6 (14).

The radio-emitting region mentioned above
appears to be larger (~2° × 3°) than the AGILE
nebula, possibly indicating that IC cooling in the
GeV domain is important. However, the actual
physical size of the GeV nebula could be larger
than what we are able to resolve with the avail-
able photon statistics, because of the strong ga-
lactic gamma-ray emission affecting MeV-GeV
energy bands. Instead, the AGILE nebula is sim-
ilar in shape to the HESS nebula, which may
suggest that the core of HE and VHE emission
is produced in the same projected region of Vela
X, even if different electron populations are in-
volved. Indeed, different spots of bright radio
emission (28), possibly associated to electrons
injected at different stages of pulsar evolution,
are embedded within the poorly resolved HE
and VHE emission regions.

High-energy PWN emissions are thought
to be a common phenomenon associated with
young and energetic pulsars (30) because the
IC emission of these PWNe arises mostly from
scattering on CMBR and starlight fields, with
no special environmental requirements. On the
other hand, PWN emissions are expected to be
much weaker than pulsed emission from the
associated neutron star, especially in the GeV
domain where most of the pulsar’s spin-down
energy is funneled. Indeed, despite a PWN
gamma ray yield of LPWN

g ≈ 10−3× Ė rot, to be
compared with the typical gamma-ray pulsed
luminosity of Lpulsedg ≈ 10−2 to 0.1 × Ė rot, our
AGILE observation shows that 10,000-year-
old PWNe can match the sensitivities of cur-
rent GeV instruments.

Because the gamma-ray luminosity of the
PWN is only a small fraction of the beamed
emission from the neutron star, the PWN com-
ponent is difficult to identify in weaker gamma-

ray pulsars, although it could account for a
substantial part of the observed off-pulse flux.
However, if the beamed emission does not in-
tersect the line of sight to the observer, the PWN
component, unhindered by the stronger pulsed
emission, could be detectable. Energetic pul-
sars (e.g., Ė rot ≈ 1037 erg s−1) can power PWNe
with gamma-ray luminosities matching the flux
(~10−8 to 10−7 photons cm−2 s−1; E > 100 MeV)
of a class of unidentified EGRET sources (22),
as well as a subset of those detected by AGILE
and Fermi (31, 32), when placed within few kilo-
parsecs. The roughly isotropic emission from such
undisturbed PWNe would not yield pulsations,
and, as a class, they could contribute to the pop-
ulation of galactic unidentified sources still await-
ing multiwavelength association (13, 33).
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Visualizing Critical Correlations
Near the Metal-Insulator Transition
in Ga1-xMnxAs
Anthony Richardella,1,2* Pedram Roushan,1* Shawn Mack,3 Brian Zhou,1 David A. Huse,1
David D. Awschalom,3 Ali Yazdani1†
Electronic states in disordered conductors on the verge of localization are predicted to exhibit
critical spatial characteristics indicative of the proximity to a metal-insulator phase transition.
We used scanning tunneling microscopy to visualize electronic states in Ga1-xMnxAs samples close
to this transition. Our measurements show that doping-induced disorder produces strong spatial
variations in the local tunneling conductance across a wide range of energies. Near the Fermi
energy, where spectroscopic signatures of electron-electron interaction are the most prominent, the
electronic states exhibit a diverging spatial correlation length. Power-law decay of the spatial
correlations is accompanied by log-normal distributions of the local density of states and
multifractal spatial characteristics.

Since Anderson first proposed 50 years ago
that disorder could localize electrons in
solids (1), studies of the transition be-

tween extended and localized quantum states
have been at the forefront of physics (2). Real-

izations of Anderson localization occur in a
wide range of physical systems from seismic
waves to ultracold atomic gases, in which local-
ization has recently been achieved with random
optical lattices (3). In electronic systems, the
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signatures of localization have long been exam-
ined through electrical transport measurements
(4, 5), and more recently by local scanning probe
techniques that have imaged localized electronic
states (6, 7). For noninteracting systems, the elec-
tronic states at the mobility edge are predicted to
have a diverging localization length with scale-
independent power-law characteristics, which are
described as being multifractal (8). Given the
poorly understood nature of the metal-insulator
transition in the presence of disorder and electron-
electron interactions, direct imaging of electronic
states can provide insights into the interplay be-
tween localization and interactions.

We report on scanning tunneling microscopy
(STM) and spectroscopy studies of electronic
states in the dilute magnetic semiconductor
Ga1-xMnxAs, over a range of Mn concentrations
near themetal-insulator transition (x = 1.5 to 5%).
Over the past decade, Ga1-xMnxAs has emerged
as a promising material for spintronic applications
with a high ferromagnetic transition temperature
(9, 10). Mn atoms substituted at Ga sites act both
as acceptors that drive the metal-insulator transi-
tion and as localized spins that align at low tem-
peratures to give rise to magnetism. The nature of
the electronic states underlying magnetism in these
heavily doped semiconductors is still debated. It
is often assumed that the carriers that mediate
magnetism in Ga1-xMnxAs are Bloch states asso-
ciated with either the valence bands or extended
states originating from an impurity band (11–13);
however, the validity of these assumptions has
been questioned (14, 15). Moreover, many recent
low-temperature transport studies show evidence
of electron-electron interaction andweak localiza-
tion of carriers even for samples with high doping
levels (16–19). We used atomic-scale imaging
and high-resolution spectroscopy with the STM
to visualize electronic states in Ga1-xMnxAs and
to examine the spatial structure of electron-electron
correlations in this system. Our results indicate that
spatial heterogeneity and electronic correlations
must be considered in understanding themechanism
of magnetism in highly doped semiconductors.

Figure 1 shows STM topographs of cleaved
Ga1-xMnxAs samples (2000 Å thick) grown by
molecular beam epitaxy on a p-type Be-doped
GaAs buffer layer (20, 21). Before measure-
ments at a temperature of 4.2 K, the degen-
erately doped substrates are cleaved in situ to
expose a (110) or equivalent surface of the het-
erostructure in cross section (Fig. 1A, inset). The
topographs show in-gap states, dominated by in-
dividual Mn acceptor wave functions, although
other defects such as As antisites are observed

as well. Using previous STM studies of samples
with more dilute Mn concentrations (22, 23) and
the results of tight-binding model calculations
(21, 24, 25), we can identify the topographic
signatures of individual Mn acceptors in layers
from the surface to the third subsurface layer
(Fig. 1B). The size of an individual Mn acceptor
state wave function is about 20 Å, due to its
deep binding energy, which results in a metal-
insulator transition at a relatively high level of
doping (between 1 and 2%) in Ga1-xMnxAs. By
increasing the Mn concentration from weakly in-
sulating samples with variable-range hopping re-
sistivity at 1.5% (critical temperature TC = 30 K)
(19, 21) to relatively conducting samples at 5%
(TC = 86 K, annealed), we find that higher con-
centrations of dopants appear in STM topographs
on top of the atomically ordered GaAs lattice (Fig.
1C). All characteristic lengths, such as dopant sep-
aration ormean free path (~10 Å), aremuch shorter
for Ga1-xMnxAs compared with other semiconduc-
tors doped with shallow dopants (15).

Spectroscopic mapping with the STM can
be used to show that Mn acceptors and other
defects give rise to atomic-scale fluctuations in
the local electronic density of states (LDOS) over
a wide range of energies. Figure 2A shows tun-
neling spectra of states from within the valence
band (with the voltage V < 0) to the conduction
band edge (V > 1.5), measured along a line per-
pendicular to the buffer layer-film interface. By
contrasting the spatial dependence of electronic
states in the buffer layer (with 2 × 1018 per cm3

Be acceptors) to those of Ga1-xMnxAs (with x =
0.015) in Fig. 2A, we find the Mn-doped region

to have strong spatial variations in the electronic
states at the valence and conduction band edges
and a broad distribution of states within the GaAs
band gap. Increasing the Mn concentration gives
rise to a larger number of in-gap states (compare
Fig. 2, B and C). These features of the local elec-
tronic structure of Ga1-xMnxAs are difficult to
reconcile with a weakly disordered valence or
impurity band picture and show the importance
of compensation and disorder in this compound.
The Fermi energy EF lies within the range of
electronic states that are spatially inhomogeneous.

In addition to strong spatial variations, elec-
tronic states of Ga1-xMnxAs are influenced by
electron-electron interactions (Fig. 2D). STM
spectra, spatially averaged across large areas
for several samples with increasing doping lev-
els, illustrate a strong suppression of the tunnel-
ing density of states near EF. The evolution from
weakly insulating (1.5%) to relatively conduct-
ing samples (5%) is well correlated with the in-
crease in the density of states at the Fermi level,
yet a suppression centered at EF is observed at
all doping levels. This feature is indicative of
an Altshuler-Aronov correlation gap that is ex-
pected to occur in the tunneling density of states
of a disordered material on the metallic side of
the phase transition (26), appearing as a square-
root singularity in the conductance near EF (Fig.
2D). Previous spectroscopic measurements of
Ga1-xMnxAs with macroscopic tunneling junctions
have also reported similar correlation gaps (16).

To determine whether there are any specific
length scales associated with the spatial varia-
tion of the LDOS in Ga1-xMnxAs, we examine
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Fig. 1. STM topography of
the in-gap states of GaMnAs.
(A) STM topograph (+1.5 V,
20 pA) of Ga0.985Mn0.015As
over a 1000 Å by 500 Å area.
The inset shows a topograph
(+1.8 V, 20 pA) of the het-
erostructure junction between
the Mn- and Be-doped layers
of GaAs. The size of this area
is 80 Å by 125 Å. (B) A topo-
graph (+1.5 V, 30 pA) over
a smaller area of size 150 Å
by 150 Å of Ga0.985Mn0.015As.
Several substitutional Mn’s in
various layers are identified
in the lower part of the panel
and marked by the layer in
which they appear, with the
surface labeled as zero. An As
antisite is also shown. (C) STM
topograph (+1.5 V, 20 pA) of
the Ga0.95Mn0.05As sample
after annealing for 6 hours
at 200°C. The size of the area
is 150 Å by 195 Å. (B) and
(C) have the same scale.
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energy-resolved STM conductance maps. In
Fig. 3, we show examples of such maps at dif-
ferent energies relative to EF for the 1.5% doped
sample. These maps show that, in addition to
modulations on the length scales of individual
acceptors, there are spatial structures in the LDOS
with longer length scales. To characterize these
variations, for each conductance map, we com-
pute the angle-averaged autocorrelation function
between two points separated by r, C(E,r) =

1/(2p) ∫ dq ∫ d2r' [g(E,r') − g0(E)] × [g(E,r' + r) −
g0(E)], in which g(E,r) is the local value of the
differential tunneling conductance that is propor-
tional to the LDOS, g0(E) is the average value of
the conductance at each energy E, and q is the
angle characterizing the direction of the separation
vector r. Displaying C(E,r) in Fig. 4A, we find a
marked increase of the long-distance correlations
near EF. At this energy, the correlations remain
measurable to length scales well beyond that of

single Mn acceptor states, which dominate the
behavior on short length scales at all energies.
The increased correlation length can also be seen
directly in the size of the patches of high and low
conductance (Fig. 3C). We have observed the en-
hanced spatial correlations near EF for all doping
levels examined in this study (up to 5%, Fig. 4B);
however, this effect is most pronounced for the
least doped samples (1.5%) closest to the metal-
insulator transition. Control experiments on Zn-

Fig. 2. Local dI/dV spectroscopy for various dop-
ings. (A) The differential conductance (dI/dV) (DV =
10 mV) across a line normal to the growth surface
of length 1000 Å. The first 200 Å is the Be-doped
GaAs buffer layer, and 800 Å of 1.5% Mn-doped
GaAs follows. The junction between the two is
marked by a dashed line. (B and C) The dI/dV
spectra (DV = 5 mV) for energies close to the
Fermi level, across a line of length 450 Å over the
1.5% sample (B) and the 5% sample (C). Top of
the valence band and the in-gap states are shown.
(D) The spatially averaged differential conductance
for several samples. The inset shows the same data
as the main panel, with the square root of the
voltage on the horizontal axis.

Fig. 3. Spectroscopic mapping in Ga0.985Mn0.015As. The differential conductance (dI/dV) measurements
over an area of 500 Å by 500 Å show the spatial variations in the LDOS for the states in the valence
band as well as states deep inside the semiconductor gap: (A)−100mV, (B)−50mV, (C) 0mV, (D) +50mV,
(E) +100 mV, and (F) +150 mV.

Fig. 4. Correlation length
for Mn dopings close to
the metal-insulator tran-
sition. The autocorrelation
was calculated from LDOS
maps and is presented on
a logarithmic scale for (A)
Ga0.985Mn0.015As and (B)
as-grown Ga0.95Mn0.05As.
The dashed line in (A)
is ~ (E − EF)−1 and is a
guide to the eye. (C) The
autocorrelation for the
dI/dV map at the Fermi
level of Ga0.985Mn0.015As,
as well as one valence
band (−50 mV) and one
in-gap energy (+50 mV),
are plotted. The inset
shows the autocorrelation
for the same energies on
a semi-logarithmic scale.
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or Be-doped GaAs samples show no evidence of
any special length scale or of a sharp peak near
the EF in the autocorrelation function.

Continuous phase transitions, such as the
metal-insulator transition, are typically char-
acterized by a correlation length, which describes
the exponential decay of spatial fluctuations when
a system is tuned near the phase transition. At
the critical point, this correlation length diverges
and spatial fluctuations and other physical prop-
erties display power-law spatial characteristics.
In the noninteracting limit, the transition be-
tween a metal and an insulator occurs by tuning
the chemical potential relative to the mobility
edge. Mapping the spatial structure of the elec-
tronic states as a function of energy can be used
to determine the correlation length and to probe
the critical properties for such a transition be-
tween extended and localized states (4, 5, 8). In
our experiments, the distance dependence of
the energy-resolved autocorrelation function
C(E,r) for the 1.5% sample (Fig. 4C) appears to
follow a power-law at EF, while at nearby en-
ergies it falls off exponentially (see inset). These
observations, together with the apparent diver-
gence of the correlation at a specific energy, are
indeed signatures of the critical phenomena asso-
ciated with a metal-insulator transition. However,
our observation that the longest-ranged correla-
tions are centered at EF, as opposed to some other
energy, which could be identified as a mobility
edge, signifies the importance of electron-electron
interactions in the observed correlations.

Given the importance of electron-electron in-
teractions, the conductance maps are perhaps
more precisely identified as probing the spatial
nature of quasiparticle excitations of a many-body
system rather than simply imaging single-electron
states in the noninteracting limit. Currently there
are no theoretical models of the real-space struc-
ture of these excitations near the metal-insulator
transition in a strongly interacting and disor-
dered system, although there is continued effort
to understand the nature of such transitions in
the presence of interactions (5, 27). Neverthe-
less, we suspect that the correlation length asso-
ciated with these excitations will become shorter
due to multiparticle processes and inelastic ef-
fects at energies away from EF. Our experimental
results for the least conducting sample (1.5%)
indicate that the correlation length x is indeed
suppressed away from EF, roughly following
(E − EF)

−1 (dashed line in Fig. 4A). At EF, for
this sample, these correlations decay in space
following a power-law r−h, with h = 1.2 T 0.3.

Despite the importance of strong interactions,
many of the predictions for the noninteracting
limit still appear to apply. Weakly disordered
extended states are expected to show Gaussian
distributions of the LDOS, indicating that these
states have a finite probability to be present over
the entire system. In contrast, near the metal-
insulator transition wide distributions are ex-
pected, especially in local quantities such as the
LDOS, which begin to cross over from Gaussian

to log-normal distributions even in the limit of
weak localization (28, 29). Spectroscopic maps
of the density of states at EF for three different
dopings (Fig. 5, A to C) show different degrees
of spatial variations; however, their histograms
(Fig. 5D) are similar in being skewed log-normal
distributions where the mean is not representa-
tive of the distribution due to rare large values.

Decreasing the doping skews the distribution fur-
ther in a systematic fashion away from Gaussian
and toward a log-normal distribution. For compar-
ison, a histogram of the LDOS for states deep in
the valence band for the least doped sample (gray
circles in Fig. 5D) shows a Gaussian distribution.

Based on the predictions for the noninteract-
ing limit, we expect critical states to have a spa-

Fig. 5. The spatial variations of the LDOS at the Fermi level, with their histogram and multifractal
spectrum. The LDOS mapping of a 700 Å by 700 Å area of (A) Ga0.985Mn0.015As, (B) Ga0.97Mn0.03As, and
(C) Ga0.95Mn0.05As. (D) The normalized histogram of the maps presented in (A) to (C). The local values of
the dI/dV are normalized by the average value of each map. The inset shows the multifractal spectrum,
f(a), near the value a0 where the maximum value occurs. For comparison, the results of a similar analysis
over a LDOS map at −100 mV (valence band states) for the 1.5% doped sample are also shown.
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tial structure that is multifractal in nature. This
property is directly related to the scale-invariant
nature of critical wave functions and has been
examined in great detail by numerical simula-
tions of the single-particle quantum states near
an Anderson transition (8). Multifractal patterns,
which are ubiquitous in nature, are usually de-
scribed by analysis of their self-similarity at dif-
ferent length scales through their singularity
spectrum f(a). Physically, f(a) describes all the
fractal dimensions embedded in a spatial pattern,
such as those associated with a quantum wave
function and its probability distribution. It is cal-
culated by splitting the probability distribution
into sets of locations {ri} that share a common
exponent a, where the distribution scales locally
with distance as |Y(ri)|

2 ~ L−a, and measuring
the fractal dimension of each set (8, 21). Avariety
of techniques have been developed to compute
f (a), which has been used to distinguish between
various models of the Anderson transition (21, 30).
Application of such an analysis to our conductance
maps (Fig. 5D, inset) shows an f (a) spectrum that is
peaked at a value away from 2, which is indica-
tive of anomalous scaling in a two-dimensional
map. The f (a) spectrum also shows a systematic
shift with decreasing doping, indicating a trend
from weak toward strong multifractality with de-
creasing doping. In contrast, these signatures of
multifractal behavior are absent for states deep in
the valence band (gray curve) that, despite the

strong disorder, show scaling consistent with those
expected for extended states.

Our findings suggest that proximity to the
metal-insulator transition and electronic correla-
tions may play a more important role in the un-
derlying mechanism of magnetism of Ga1-xMnxAs
than previously anticipated. Beyond its applica-
tion to understand the nature of states Ga1-xMnxAs,
our experimental approach provides a direct
method to examine critical correlations for other
material systems near a quantum phase transition.
In principle, experiments at the lowest temperatures
for samples closest to the metal-insulator transition
should provide accurate measurements of power-
law characteristics that can be directly compared to
theoretically predicted critical exponents.
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A Coherent Beam Splitter for
Electronic Spin States
J. R. Petta,1* H. Lu,2 A. C. Gossard2

Rapid coherent control of electron spin states is required for implementation of a spin-based
quantum processor. We demonstrated coherent control of electronic spin states in a double quantum
dot by sweeping an initially prepared spin-singlet state through a singlet-triplet anticrossing in the
energy-level spectrum. The anticrossing serves as a beam splitter for the incoming spin-singlet state.
When performed within the spin-dephasing time, consecutive crossings through the beam splitter
result in coherent quantum oscillations between the singlet state and a triplet state. The
all-electrical method for quantum control relies on electron–nuclear spin coupling and drives single-
electron spin rotations on nanosecond time scales.

Energy-level crossings, in which two quan-
tum states cross in energy as a function of
an external parameter, are ubiquitous in

quantum mechanics (1). Coupling of the quantum
states provided by tunnel coupling with strength
D, for example, leads to hybridization of the states
and results in an anticrossing with a minimum
energy splitting 2D (2, 3). Passing a quantum state
through an anticrossing in the level diagram will
result in a sweep-rate–dependent nonadiabatic

transition probability PLZ, commonly known as
the Landau-Zener probability (4). The theory of
Landau-Zener transitions can be applied to a
diverse set of problems, ranging from electronic
transitions in molecular collisions to chemical
reactions to neutrino conversion in the sun (5). We
apply Landau-Zener transition physics to coher-
ently control electronic spin states in a semi-
conductor double quantum dot (DQD).

Semiconductor quantum dots have emerged as
promising platforms for quantum control of
charge and spin degrees of freedom (6). Consid-
ering future applications of electron spin qubits in
quantum information processing, the required
elementary building blocks are the exchange gate,
which couples two spins, and single-spin rotations

(7). Extremely fast 200-ps exchange gates have
been demonstrated (6, 8). However, coupling to
the small magnetic moment of the electron (as
required for single-spin rotations) is much more
difficult, leading to relatively long, ~100-ns gate-
operation times in GaAs quantum dots (9). In
addition, the acmagnetic fields required for single-
spin electron spin resonance (ESR) are difficult to
localize on a single quantum dot (~40 nm), hinder-
ing extension of the method to a large number of
quantum dots operating in close proximity. Sev-
eral groups have demonstrated fast optical control
of single spins, but these methods are also difficult
to apply locally (10, 11). In principle, local rota-
tions can be achieved with the use of electrically
driven spin resonance, which requires spin-orbit
coupling and an ac electric field, but the Rabi
frequencies obtained in GaAs quantum dots are
approximately a factor of 2 slower than those ob-
tained using conventional ESR (12, 13). We dem-
onstrate an all-electrical method for driving local
single-spin rotations on nanosecond time scales.

Our method for coherent quantum control of
electron spins is based on two consecutive sweeps
through a singlet-triplet anticrossing in a DQD
energy-level diagram. Coherent oscillations be-
tween the singlet and ms = +1 triplet state, T+,
occur on a nanosecond time scale and are made
possible by the hyperfine interaction between the
trapped electron spins and the nuclear-spin bath
(14–16). The oscillations are controlled by tuning
the external magnetic field BE and the voltage
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